Artificial Intelligence (AI) has become a buzzword in modern society, being heralded as a revolutionary technology that will free humans from mundane responsibilities that should be embraced wholeheartedly, but also as threat to civilisation as it is known, with fears a general super intelligence could reign supreme, superseding humans.

In truth, neither of these scenarios represent AI’s current capabilities and offer a very black or white picture (Schwarz, 2019). However, there are multiple moral and ethical concerns arising as machine learning is ingrained deeper into all facets of modern life. This brief research aims to provide an insight into just two examples of the dilemmas faced both by private institutions and at national level.

Internet usage in China has quickly grown to 854.59 million individual users as of June 2019 (China Internet Network Information Center (CNNIC), 2019) and is widely considered to be at the forefront of becoming a digital society. The state announced in 2014 it would launch a social credit system (Creemers, 2014), similar to a traditional credit score, expanded to monitor all aspects of citizens lives, with “untrustworthiness” potentially resulting in reduced travel, employment and financial prospects, whilst positive behaviour is rewarded (Kostka, 2019).

One of the larger firms, Sesame credit which operates what is soon to be a mandatory credit score service, uses AI to rate individuals on a scale of 350-950 using big data from “a thousand variables across five data sets” (Campbell, n.d.) such as age, gender, “growth potential based on educational and professional history”, compliance on social media and the scores of people with which they communicate online (Reis & Press, 2019).

The use of AI and big data to automatically assign scores to individuals allows an alarming degree of automated control over a population. It is believed Facial Recognition Technology (FRT) is already in use in combination with over 200 million surveillance cameras (Donnelly, 2021) to allow the system to also identify and track individuals offline. Given AI’s history of making gender and racially biased predictions (Noor, 2020) in scenarios where it was not intentional, giving it direct control of an individual’s livelihood where a bias, political or otherwise may be implemented poses alarming questions if used by a regime with an agenda,
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FRT specifically is one of the most recognisable and favoured biometric methods, it has for example been used throughout COVID-19 in South Korea to track contacts and has aided global efforts to combat the virus. Its use resulted in lower incidences curves and lower mortality rates than countries without such tracking (Whitelaw et al., 2020).

It can however pose extreme ethical issues. Clearview AI is a relatively new company founded in 2017 which scrapes the web for faces matching that of the input. The program uses a neural net to convert images into vectors and store them in “neighbourhoods” based on similarities, when a photo is uploaded to be searched, vectors that are stored in the same neighbourhood are returned (Hill, 2020). This technology was quickly marketed toward law enforcement worldwide, offering a database of over 3 billion faces, it is used by over 600 law enforcement agencies in the US alone.

Concerningly, a private company is able to offer such data to anyone of their choosing, having already faced security breaches (Anon, 2020). The technology has been used in the US to arrest and charge an individual for committing a crime, typical police software would not have identified as they were in no government databases, yet due to social media content they were traced within 20 minutes (Hill, 2020).

Twitter and Youtube among others have sent cease-and-desist letters regarding data scraping but the practice is passionately defended by the company due to its ability to combat many crimes, including “terrorism and child exploitation” (Rezende, 2020). Australia and the UK have begun legal proceedings against the practice on the grounds of data protection, despite being used in both countries previously (Anon, 2021).

Despite the controversary, the software is still growing in popularity and raises the question of the need for global discussion on data’s use in AI. As the reader of this report there is a considerable chance that your face is accessible through the Clearview AI database, it must be discussed whether this is an acceptable price to pay to a private company’s algorithm for the national security it may provide.
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